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Problem Descrip�on 
 The problem we were given by our advisor Carl McQueen was to take a non-profit 
organiza�ons dataset, perform data analysis to answer various ques�ons such as, what donors 
should ample aten�on be paid to in marke�ng campaigns? When should the organiza�on 
expect to receive their dona�ons? Future behavior of donors? How important are different 
variables to the amount donated by donors? The next task was to then take the insights and 
knowledge gained from this analysis to build an applica�on that allows a user to input a dataset 
and run different models to help answer the ques�ons above. 
 
Problem Background 
 The problem given was then divided into two different subsets. The first being the data 
analysis performed as well as the wrangling and variable crea�on involved to use our non-profit 
data on the applica�on created. When given the dataset we were told not to disclose what 
organiza�on was behind the dataset and to not give away any personal iden�fiable data. If 
these two requirements were met, we were allowed to share any findings from this dataset. 
Addi�onally, the dataset was given in raw format and included millions of rows where each row 
represented a single dona�on provided by a donor. 

The second was the actual crea�on of the applica�on to account for various modeling 
needs. When looking there were tools to perform certain modeling techniques but not one that 
combined many different modeling sets. It was decided that in our applica�on we would focus 
on five different modeling techniques which included linear and logis�c regression, random 
forest classifica�on and regression and finally XGBoost. Each model had its own unique purpose 
and served to provide the user with many choices based on the variable they wanted to model 
to. These were chosen because the models were able to cover both numeric and categorical 
variables. There were also mul�ple choices based on your variable type and therefore you could 
easily see which model was best for your given variable you wanted to model to. One of the 
things that was discovered through our data analysis was the importance of �me series analysis 
when looking at nonprofit data. Nonprofit data is gathered at periodic intervals, and we were 
given many years of data collected. This made this data perfect for �me series analysis and 
through this insight we decided to add another page in the dashboard that allowed the user to 
perform �me series analysis on a given dataset. 

 
Design of Solu�on 
 The solu�on was built in two parts again. The data analysis and wrangling were 
performed on a remote virtual sta�on that ran an R server. We did all our coding for the project 
in R and used this dataset for most of our work on the applica�on. We then used our wrangled 
dataset and took a random sampling of 2000 rows to use for the applica�on. This was done as 
the dataset stored on the virtual machine was too large and therefore to do tes�ng on our 
applica�on it was impera�ve to have a smaller dataset. The applica�on was built in R specifically 
using the library shiny to create and implement our vision. The first part implemented was the 
modeling page, the dashboard takes in a dataset which is important because we wanted this 
dashboard to not only work with our dataset but any wrangled dataset making the applica�on 
able to be used for more than one context. The user then selects the predictor variables desired 
as well as the response variable. Each model allows the user to see the model summary, data 



table that incorporates the response variable, model predic�on, residual and then all the 
predictor variables, scater plot of actual versus predicted and finally a histogram showing the 
residuals. There is then a �me series analysis page that again takes in data, then the user selects 
which column represents �me and then what variable you want to analyze against �me. The 
user then runs the �me series and is given the overall plot, the forecasted plot which shows 
what is predicted for the future of the model and finally the cycle boxplot which shows the 
variance among the �me sec�ons selected.  
 
Data Wrangling 

There is a lot of work that went into preparing the data that was eventually used for the 
shiny app. The data wrangling sec�on of work is very useful for both understanding the data 
demographics, and also helping you ask deeper ques�ons about the data. Before we focused on 
how to prepare the data for our model, we had to do a deep explora�on of the data to 
understand it beter. This is an essen�al piece of our work in order for our model to run 
effec�vely and give us interes�ng results. 

The data we used throughout the semester was a financial database supplied by Carl 
McQueen that was collected from a nonprofit organiza�on that Carl is very familiar with. The 
data at the start was formated in two tables. One contained a long list of dona�ons that was 
over 14 million rows that we labeled `rev_db`, and the other was a list of donors that was about 
150 thousand rows. This table contained demographic informa�on about the donors that was 
labeled `bio_db`, and it had several NA values in the table. Most of our work was done by 
manipula�ng rev_db. 

A�er making a new column called Year by manipula�ng the date of the dona�on, we 
began wrangling the data by grouping by the Year column and the donor ID which was labeled 
NewID. This essen�ally means that each row represents one Year of dona�ons for one donor. 
Each donor has a row for each year they donated. This table was called `donors_by_year`. 
Looking at the data in this format is useful for looking at trends over �me of how individual 
donors’ dona�ng habits change. In this format we summarized a few variables that ended up in 
our model such as how many �mes they gave that year (num_gi�s), total dona�ons within that 
year (Dona�onInYear), most recent year given (most_recent_year), whether or not they gave in 
December (DecemberGiver), etc. Next, we grouped by NewID again and called the new table 
`grouped_by_ID`. This allows us to look at the overall sta�s�cs of each donor. Some things that 
we can learn by looking at it this way are: What is the first year they gave, what is the last year 
they gave, how many total years they gave, how much total dona�ons they gave, a frequency 
score which tells us how o�en they were giving, etc.  

The next por�on of the data wrangling was very tricky. We were trying to observe what 
the dona�on trends were like over �me, but the forma�ng was very difficult. Eventually Carl 
helped with figuring out the correct approach. The approach was to join the donors_by_year 
table and grouped_by_ID for a new table called `Gi�_All`. This allows us to look at each year 
someone donated and for each row it would tell us what year they started dona�ng. From this 
we can extract what dona�on year it was for them—first year, second, tenth, twen�eth, etc. 
Finally, we grouped by year so we could look at trends of the data over �me. This table was 
called `year_breakdown`. The columns for this table included: TotalGivers, YearRevenue, 
ReturningGivers, ReturningGi�s, Atri�onScore, and columns for each donor class that 



represented the number of donors from each class, the dona�on amount from each class, and 
the average dona�on size from each class. Using this data, we could begin answering some of 
the ques�ons we were most interested in for this project: are dona�on amounts increasing or 
decreasing as �me goes on, what type of donors are dona�ng the most, how well are donors 
being retained over �me.  
 
Data Visualiza�on 

Now that we have done a sufficient amount of data wrangling, we can observe some 
interes�ng demographics in the data.  

 
This graph shows the dona�on amounts over �me, but it is categorized by how many 

years they have been a donor. You can see that there is a clear upward trend in the overall 
quan�ty of dona�ons, but within each year we can see where the dona�ons come from. It is 
clear that most of the revenue is coming from people who have been dona�ng for over ten 
years o�en making up over half of the dona�ons, and much fewer dona�ons made from any of 
the other groups. 



 
This graph shows the propor�on of donors that fits into each category. Here we can see 

that a large por�on of the donors each year are first year donors, and many of the others are in 
their first 5 years. This tells us that in a given year, many of the first-year donors will not donate 
again considering how large the propor�on of first year donors is each year. When we look at 
the greater than 10-year donor group each year, it is always a very small group usually around 
10-15 percent of total donors. But if we look at the graph before this we know that more than 
ten year donors are contribu�ng over half of the dona�ons every year. This tells us that the 
people who have been dona�ng for over ten years o�en give very large gi�s and they do it 
every year.  

 
This graph shows the yearly atri�on percentage. This represents the propor�on of 

donors who were retained from the year before. For the majority of the past 50 years, the 



atri�on has remained fairly high, usually around 80 percent donor returning rate. However, 
there seems to be a shi� that begins in about 2004 when fewer and fewer people are returning 
each year. Interes�ngly, we can see in the propor�ons graph that there is a huge decrease in the 
propor�on of over ten-year donors in the late 2000’s. Considering the economic circumstances 
of that �me, we could reasonably conclude that there is a correla�on. During the housing crisis 
in 2008 and the following years, some of their more reliable donors were dona�ng less 
frequently, so the atri�on fell.  

 

 
These two graphs took some addi�onal data wrangling to work properly, but they show 

us a very clear picture of the different types of donor paterns. In order to create these graphs 
we had to mess with the year_breakdown dataset a bit more. We used the lag func�on to 
mutate a column to shi� the values up or down any number of rows. Using this func�on the 



proper number of �mes for each column and then filtering by the year 1998 (randomly 
selected), we were able to get the values for the same group of people to follow their trend of 
giving throughout the years. As we saw before, the first year had a significantly higher amount 
of donors, and then over �me the number slowly decreased. We can see a similar trend in the 
dona�ons graph. But then around ten years in there is a large increase in dona�on amounts. 
General trends we see from these graphs are that some people gave only one year of gi�s likely 
varying largely in size. Some people decided to stop giving altogether a�er a few years, some 
were inconsistent givers who gave average sized gi�s. And some con�nued giving long term. Of 
those who gave long term, several of them likely started to have a lot of extra income a�er 
enough years of working, and others likely con�nued giving the same amounts. 
 
Model Input Design 

A�er comple�ng an in-depth analysis of the data, the focus turned toward developing a 
dataset that we would be able to use for the model analysis. We decided our desired output 
would be a donor database (each row represen�ng a donor) and include any and all possible 
predictors that we had used in our data assessment. This brought us back to the Gi�All table 
which had almost everything we needed. Then we perform a join on Gi�All with bio_db to 
include some donor informa�on—age, state, gender, etc. Then we group by ID again and add a 
couple more useful predictors. Then we simply select from this table the columns we want to 
use in our modeling. The columns we ended up with were: NewID, TotalYearsGiven, 
TotalDona�ons, FirstYear (Year they began giving), LastYear, Mul�YearGiver, DecemberGivings 
(propor�on of their gi�s that were given in December), YearsSinceLastGi� (2016 – LastYear), 
frequency_score (how o�en they give), AverageDona�onPerYear (TotalDona�ons / 
TotalYearsGiven), Gender, Age, State, and AgeGroup. Finally we took our random sample of 
2000 rows to use for our model tes�ng. 
 
Design Norms 
 There are three design norms that are most per�nent to our project they are jus�ce, 
trust, and caring. The first being jus�ce, our applica�on is built to bring people who don’t have 
the coding background or educa�on complex modeling techniques so they can beter answer 
ques�ons about their dataset and draw conclusions by using our applica�on. The second is 
trust, our applica�on was designed to be reliable as well as being usable in many different 
se�ngs the trust norm was implemented by account for different datasets and modeling needs. 
Addi�onally, it was built with error handling to allow for a reliable experience when using the 
applica�on. Finally, the caring norm was implemented, our applica�on was not only built to 
accommodate many different users’ needs but addi�onally it was designed to help people 
beter understand easily why we use certain models. This was implemented in our applica�on 
using a help buton, which when clicked gives details on each modeling technique as well as 
what different numbers that are produced mean. 
 
Developmental Approach 
 When building the model and wrangling the dataset we ins�tuted mul�ple development 
approaches. We maintained an asana board to help us keep track of what we were working on 
and future work that needed to be done. This allowed us to easily see our progress and what 



was s�ll needing work. This allowed us to use agile programming where we had itera�ve 
development allowing us to create a working applica�on quickly and then con�nue to build off 
it through con�nuous integra�on. Addi�onally, to keep on track and build communica�on 
throughout the project we had weekly mee�ngs with our advisor, where we had an organized 
mee�ng. We would start by showing our progress and answer any ques�ons our advisor had 
and then we were given the opportunity to ask our advisor ques�ons to help us keep 
progressing. 
 
Problems Encountered  
 While working on our project there were many problems encountered. The first being 
the dataset was mostly raw so there were many problems with wrangling the data and figuring 
out our vision for how we wanted the dataset to look. This problem persisted throughout the 
first semester and a lot of �me was sunk into this problem. In addi�on to this neither of us had 
any experience working with financial data and this turned out to be a big hindrance as to 
answer the ques�ons about the dataset there were many financial terms and prac�ces that are 
common when addressing this issue that we were unaware of. To overcome this problem, we 
luckily had Carl McQueen our advisor to help answer these ques�ons. Carl made himself readily 
available throughout our project and this resource was u�lized a lot to accomplish our goals as a 
team. The final major problem we had when ins�tu�ng our project was our unfamiliarity with 
shiny. Both of us had never made an interac�ve dashboard for an end user, therefore there was 
a major learning curve when crea�ng a suitable dashboard. This problem was overcome 
through extensive documenta�on searching as well as looking at previous examples on the 
internet of how people implemented certain features of their respec�ve dashboards. 
 
Tes�ng 
 We did not u�lize user tes�ng when crea�ng our project however we did internal tes�ng 
and made sure to use various datasets to ensure our dashboard worked for all its modeling 
needs. We u�lized three different datasets to ensure the dashboard worked when using a 
dataset other than the one Carl provided for us. Addi�onally, we chose different response 
variables that were either numeric, binary, or categorical to ensure that each of the five models 
worked when given the correct datatype.  
 
Demo 
 The demo below shows the dashboard being used with the dataset being created on to 
predict the total number of dona�ons someone gives in their life�me. This is essen�al when 
looking at nonprofits because if you can focus marke�ng campaigns on these poten�al targets 
then you would be able to maximize dona�ons from that user. In the demo we start off since it 
is a numeric variable by using a linear regression, then xgboost and finally showing the model 
summary for the random forest regression. Then to show that the model runs on other datasets 
we pull in our housing dataset which was used for tes�ng and show a linear regression of this 
model. Then we move onto the �me series analysis which uses our nonprofit dataset by 
monthly data and can show a predic�on for the future, how much the nonprofit can expect to 
make and the cycle boxplot which highlights that December consistently gets more dona�ons, 



which is helpful for nonprofits to understand when they should expect to receive the most 
money. 
 
Possible Future Work 
 In the future there are mul�ple things that would be ideal to add, Carl has expressed his 
interest in using the dashboard for some other projects in the future so these addi�ons may be 
implemented in the future. The two main things that would have been nice to implement had 
we more �me would be first the implementa�on of a data wrangling tab. It would have been 
ideal to have another page where you could input a dataset and then wrangle this dataset by 
giving the user op�ons to remove NA’s, change the variable from a string type to categorical or 
string to numeric. This work currently must be done separately in a different r script. The second 
thing that would be implemented is to be able to modify and adapt each model parameters. 
Currently the dashboard uses each model’s default parameters which gives a good basis, but to 
get the best performance it would be essen�al to have model tuning implemented. This would 
look different for each model and would be a significant use of �me but would make the 
dashboard even more adaptable to different needs. 
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